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Concepts from Probability Theory
e0
Experiment, Sample Space, Event

book: Sections 2.1, 2.2

Action with the outcome determined by chance
Throw a single die
Draw one card out of a deck

Sample Space (assumption: finite & countable)

The set of possible outcomes of an experiment (denoted S)
S$=1{1,2,3,4,5,6}

S={#2,43,...,OK QVA}

A subset of the sample space (Note: It is a set!)
Event A : The outcome is a multiple of 3, i.e. A={3,6}

C : Aqueen,ie., C={&Q, 0Q, VQ, #Q}
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@000

Complement of an event, intersection of events, disjoint/mutually exclusive events, union of events

Events are sets, we can therefore talk about:

Complement of an event A: event A’

/ A \<”|/ \

|
I'-.._ F. J'J

) &.___# Al

Example:

throwing die

S$={1,2,3,4,5,6}, A={1,3,5}
A ={2,4,6}
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Complement of an event, intersection of events, disjoint/mutually exclusive events, union of events

Events are sets, we can therefore talk about:
Intersection of events AN B

3

Example: throwing a die

S={1,2,3,4,56},A={1,3,5}, B={3,6}, C = {4}

AN B= {3}

AN C = 0= Aand C and disjoint (book: “mutually exclusive”)
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[e]e] e}

Complement of an event, intersection of events, disjoint/mutually exclusive events, union of events

Events are sets, we can therefore talk about:

Union of events: AU B

Example: throwing a die
S = {1,2,3,4,5,6}, A= {17375}’ B = {3,6}’ C = {4}
AUB={1,3,5,6}
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Complement of an event, intersection of events, disjoint/mutually exclusive events, union of events

Disjoint sets (“mutually exclusive”)
AnB=1
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Probability measure, probability of an event

book: Section 2.4

Probability measure

A probability measure is a function that assigns to each
element of S a number in [0,1] (the probability), such that the
sum of these probabilities is 1

Probability of an event

The probability of event A is the sum of the probabilities of the
elements in A (notation: P(A))

P(S) =1, P(0) =0,0 < P(A) < 1 for each event A
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Examples

S=1{1,2,3,4,56}, P({1}) = P({2}) =... = P({6}) = {

Unfairdie
§=1{1,2,3,4,5,6}, P({1}) = P({2}) = ... = P({8}) = 15,
P({6}) =3

5 apples, 4 bananas

S = {A1, Az, A3, Ay, As, 51,512, Bs, B4},
P{A})=...=P({Bs}) =35
P({apple}) = g, P({banana}) = %
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5 apples, 4 bananas

@ Select 2 pieces, what is the probability of selecting one
apple and one banana?
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@ selection of 1 apple: 5 ways, selection of 1 banana: 4 ways
@ selection of 1 apple and 1 banana: 5 - 4 = 20 ways
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5 apples, 4 bananas

@ Select 2 pieces, what is the probability of selecting one
apple and one banana?

@ S={A,A},{A1,As},...,{Bs, By}

@ selection of 1 apple: 5 ways, selection of 1 banana: 4 ways

@ selection of 1 apple and 1 banana: 5 - 4 = 20 ways

@ total number of selecting 2 pieces - combination 9 choose

9
2:<2>:7?-.!2!=36
20

@ P(1 apple and 1 banana) = 5 = Al

(ell]
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Examples

5 apples, 4 bananas

@ Select 2 pieces, what is the probability of selecting one
apple and one banana?

@ S={A,A},{A1,As},...,{Bs, By}

@ selection of 1 apple: 5 ways, selection of 1 banana: 4 ways
@ selection of 1 apple and 1 banana: 5 - 4 = 20 ways

@ total number of selecting 2 pieces - combination 9 choose

9
2:<2>—7,2,—36

P(1 apple and 1 banana) = 2 = 5 = &
P(2 apples), P(2 bananas) =?
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Calculating probabilities

@ P(A) = \3| if each element of S has the same probability
(Thm. 2.9)

@ For any events A and B:
P(AuU B) = P(A)+ P(B) — P(ANn B) (Thm. 2.10)

@ For disjoint events A and B: P(AU B) = P(A) + P(B) (Thm.
2.10)
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Calculating probabilities

@ P(A) = \3| if each element of S has the same probability
(Thm. 2.9)

@ For any events A and B:
P(AuU B) = P(A)+ P(B) — P(ANn B) (Thm. 2.10)

@ For disjoint events A and B: P(AU B) = P(A) + P(B) (Thm.
2.10)

@ For any event A: P(A) =1 — P(A) (Thm. 2.12)
Proof:1 = P(S) = P(AUA') = P(A) + P(A)
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Calculating probabilities

Example: Throw a die

S=1{1,2,8,4,5,6},events: A= {1}, B={2,4,6},
c={1,2,3}
P(A) =?, P(BU C) =?, P(AU B) =7, P(C') =?
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Calculating probabilities

Example: Throw a die
S=1{1,2,3,4,56},events: A= {1}, B={2,4,6},

C=1{1,2,3)
P(A) =?, P(BU C) =?, P(AU B) =2, P(C') =?
P(A) = |‘s‘| :%




Probabilities
oe

Calculating probabilities

Example: Throw a die

S$={1,2,3,4,5,6},events: A= {1}, B={2,4,6},
Cc=1{1,23}

P(A) =?, P(BUC) =?, P(AUB) =?, P(C') =?
P - 8~

P(BUC):P?B)JFP(C)—P(BD C)=3+2-1

3_1
6 6

[e2][é)]
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Calculating probabilities

Example: Throw a die
S=1{1,2,3,4,56},events: A= {1}, B={2,4,6},

c={1,2,3}
P(A) —? P( UC) =?, P(AUB) =7, P(C') =7
P A) _ 1

1

(

(A) =15 =4

(B ) P(B)+ P(C)- P(BnC)=2+2 -1
(AUB) =

P
PA P(A) + P(B) = §

[e2][é)]
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Calculating probabilities

Example: Throw a die
S=1{1,2,3,4,56},events: A= {1}, B={2,4,6},

C={1,2,3}

P(A) =?, P(BU C) =?, P(AU B) =2, P(C') =?
PLA) = &=
P(BUC)=P(B)+P(C)—P(BNC) =3 +§ -
P(AUB) = P(A) + P(B) = &

P(C") =1~ P(C)

1_
5=

[e2][é)]
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X :square: Vs € S: X(s) = §?
Y:2sifsisodd, § if sis even
Y(1)=2,Y(2)=1,Y(3)=6, Y(4)=2
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Book: Section 3.1
Random variable

X is a random variable for the sample space S if it assigns a
real number to each elementof S, X: S - R

(Examplet
S={1,2,3,4}

X :square: Vs € S: X(s) = §?
Y:2sifsisodd, § if sis even
Y(1)=2,Y(2)=1,Y(3)=6, Y(4)=2

(Example2
Throwing a die until a 6 comes up
S={6,N6,NN6,NNN®6,...}

X : number of throws required
X(6) =1, X(N6) =2, X(NN6) =3, ...
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Random variable
X is a random variable for the sample space S if it assigns a
real number to each elementof S, X: S - R

Discrete vs. continuous random variable

X is a discrete if its set of possible outcomes is finite and
countable
Otherwise X is continuous

S=[1,2]




Random variables

Random variable
X is a random variable for the sample space S if it assigns a
real number to each elementof S, X: S - R

Discrete vs. continuous random variable

X is a discrete if its set of possible outcomes is finite and
countable
Otherwise X is continuous

S:[172]
X(s)=1vseS
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Random variable
X is a random variable for the sample space S if it assigns a
real number to each elementof S, X: S - R

Discrete vs. continuous random variable

X is a discrete if its set of possible outcomes is finite and
countable
Otherwise X is continuous
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Random variables

Random variable
X is a random variable for the sample space S if it assigns a
real number to each elementof S, X: S - R

Discrete vs. continuous random variable

X is a discrete if its set of possible outcomes is finite and
countable
Otherwise X is continuous

S=[1,2]
X(s)=1Vse S= X e[} 1]is continuous

Y(s)=1[2s] Vs S
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Random variable
X is a random variable for the sample space S if it assigns a
real number to each elementof S, X: S - R

Discrete vs. continuous random variable

X is a discrete if its set of possible outcomes is finite and
countable
Otherwise X is continuous

S=01,2]
X(s)=1Vse S= X e[} 1]is continuous
2, if se[1,1})
Y(s)=|25] VSGS:Y(S){S, if se[l13,2)
4, if s=2

)

=Y € {2,3,4} is discrete
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